WO00031945

Publication Title:

METHOD AND APPARATUS FOR LOAD DISTRIBUTION IN A NETWORK

Abstract:
Abstract of WO0031945

The present invention is an Internet Protocol (IP) network clustering system
which can provide a highly scalable system which optimizes message throughput
by adaptively load balancing its components, and which minimizes delay and
packet loss especially in the TCP mode by a controlled fail-over proces ec3 s. An
innovative process of defining the essential portion of TCP state required to
maintain reliable message connections across the cluster is also disclosed. Data
supplied from the esp@cenet database - Worldwide

Courtesy of http://v3.espacenet.com

This Patent PDF Generated by Patent Feicher(R), a service of Stroke of Color, inc.



PCT

WORLD INTELLECTUAL PROPERTY ORGANIZATION
International Bureau

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT) -

(22) International Filing Date: 15 October 1999 (15.10.99)

(30) Priority Data:

09/196,941 us

20 November 1998 (20.11.98)

(71) Applicant: NETWORK ALCHEMY, INC. [US/US]; 1521 1/2
Pacific Avenue, Santa Cruz, CA 95060-9311 (US).

(72) Inventors: ADELMAN, Kenneth, Allen; 1365 Meadowridge
Road, Corralitos, CA 95076-0356 (US). KASHTAN,
David, Lyon; 410 Camino Al Barranco, La Selva Beach,
CA 95076 (US). PALTER, William, L.; 117 Limestone
Lane, Santa Cruz, CA 95060 (US). PIPER, Derrell, D., II;
41 6th Avenue, Santa Cruz, CA 95062 (US).

(74) Agents: BASINSKI, Erwin, J. et al.; Morrison & Foerster LLP,
755 Page Mill Road, Palo Alto, CA 94304-1018 (US).

(51) International Patent Classification 7 : (11) International Publication Number: WO 00/31945
HO4L 29/06 Al ) -

(43) International Publication Date: 2 June 2000 (02.06.00)

(21) International Application Number: PCT/US99/24156 | (81) Designated States: AE, AL, AM, AT, AU, AZ, BA, BB, BG,

BR, BY, CA, CH, CN, CR, CU, CZ, DE, DK, DM, EE,
ES, FI, GB, GD, GE, GH, GM, HR, HU, ID, IL, IN, IS, JP,
KE, KG, KP, KR, KZ, LC, LK, LR, LS, LT, LU, LV, MA,
MD, MG, MK, MN, MW, MX, NO, NZ, PL, PT, RO, RU,
SD, SE, SG, SI, SK, SL, TJ, T™M, TR, TT, UA, UG, UZ,
VN, YU, ZA, ZW, ARIPO patent (GH, GM, KE, LS, MW,
SD, SL, SZ, TZ, UG, ZW), Eurasian patent (AM, AZ, BY,
KG, KZ, MD, RU, TJ, TM), European patent (AT, BE, CH,
CY, DE, DX, ES, FI, FR, GB, GR, IE, IT, LU, MC, NL,
PT, SE), OAPI patent (BF, BJ, CF, CG, CI, CM, GA, GN,
GW, ML, MR, NE, SN, TD, TG).

Published
With international search report.
Before the expiration of the time limit for amending the
claims and to be republished in the event of the receipt of
amendments.

(57) Abstract

reliable message connections across the cluster is also disclosed.

(54) Title: METHOD AND APPARATUS FOR LOAD DISTRIBUTION IN A NETWORK

The present invention is an Internet Protocol (IP) network clustering system which can provide a highly scalable system which
optimizes message throughput by adaptively load balancing its components, and which minimizes delay and packet loss especially in the
TCP mode by a controlled fail-over process. An innovative process of defining the essential portion of TCP state required to maintain




AL
AM
AT
AU
AZ
BA
BB
BE
BF
BG
BJ

BY
CA
CF
CG
CH
CI
CM
CN
CU
Cz
DE
DK
EE

Codes used to identify States party to the PCT on the front pages of pamphlets publishing international applications under the PCT.

Albania
Armenia
Austria
Australia
Azerbaijan
Bosnia and Herzegovina
Barbados
Belgium
Burkina Faso
Bulgaria

Benin

Brazil

Belarus

Canada

Central African Republic
Congo
Switzerland
Cote d’Tvoire
Cameroon
China

Cuba

Czech Republic
Germany
Denmark
Estonia

ES
FI
FR
GA
GB
GE
GH
GN
GR
HU
IE
IL
IS
IT
JP
KE
KG
KP

KR
KZ
LC
LI

LK
LR

FOR THE PURPOSES OF INFORMATION ONLY

Spain

Finland

France

Gabon

United Kingdom
Georgia

Ghana

Guinea

Greece

Hungary

Ireland

Tsrael

Tceland

Ttaly

Japan

Kenya
Kyrgyzstan
Democratic People’s
Republic of Korea
Republic of Korea
Kazakstan

Saint Lucia
Liechtenstein

Sri Lanka

Liberia

LS
LT
LU
LV
MC
MD
MG
MK

ML
MN
MR
MW
MX
NE
NL
NO
NZ
PL
PT
RO
RU
SD
SE
SG

Lesotho

Lithuania
Luxembouig

Latvia

Monaco

Republic of Moldova
Madagascar

The former Yugoslav
Republic of Macedonia
Mali

Mongolia

Mauritania

Malawi

Mexico

Niger

Netherlands

Norway

New Zealand

Poland

Portugal

Romania

Russian Federation
Sudan

Sweden

Singapore

SI
SK
SN
7/
TD
TG
TJ
™
TR
TT
UA
UG
uUs
uz
VN
YU
w

Slovenia

Slovakia

Senegal

Swaziland

Chad

Togo

Tajikistan
Turkmenistan
Turkey

Trinidad and Tobago
Ukraine

Uganda

United States of America
Uzbekistan

Viet Nam
Yugoslavia
Zimbabwe




10

15

20

25

30

WO 00/31945 PCT/US99/24156.

METHOD AND APPARATUS FOR LOAD DISTRIBUTION IN A NETWORK

CROSS-REFERENCE TO RELATED APPLICATIONS

This application is related to application serial number entitled “Method and

Apparatus for TCP/IP load balancing in an IP Network Clustering System,” concurrently
filed , 1998.

TECHNICAL FIELD

This invention relates to the field of Computer Systems in the general Network
Communications sector. More specifically, the invention is a method and apparatus for an

Internet Protocol (IP) Network clustering system.

BACKGROUND ART

As more and more businesses develop electronic commerce applications using the
Internet in order to market and to manage the ordering and delivery of their products, these
businesses are searching for cost-effective Internet links that provide both security and high
availability. Such mission-critical applications need to run all day, every day with the
network components being highly reliable and easily scalable as the message traffic grows.
National carriers and local Internet Service Providers (ISPs) are now offering Virtual
Private Networks (VPN) - enhanced Internet-based backbones tying together corporate
workgroups on far-flung Local Area Networks (LANs) - as the solution to these
requirements.

A number of companies have recently announced current or proposed VPN
products and/or systems which variously support IPSec, IKE (ISAKMP/Oakley)
encryption-key management, as well as draft protocols for Point-to-Point Tunneling
protocol (PPTP), and Layer 2 Tunneling protocol (L2TP) in order to provide secure traffic
to users. Some of these products include IBM’s Nways Multiprotocol Routing Services™
2.2, Bay Networks Optivity™ and Centillion™ products, Ascend Communication’s
MultiVPN™ package, Digital Equipment’s ADI VPN product family, and Indus River’s
RiverWorks™ VPN planned products. However, none of these products are known to offer

capabilities which minimizes delay and session loss by a controlled fail-over process.
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These VPNs place enormous demands on the enterprise network infrastructure.
Single points of failure components such as gateways, firewalls, tunnel servers and other
choke points that need to be made highly reliable and scaleable are being addressed with
redundant equipment such as “hot standbys” and various types of clustering systems.

For example, CISCO™ Inc. now offers a new product called LocalDirector™ which
functions as a front-end to a group of servers, dynamically load balances TCP traffic
between servers to ensure timely access and response to requests. The LocalDirector
provides the appearance, to end users, of a “virtual” server. For purposes of providing
continuous access if the LocalDirector fails, users are required to purchase a redundant
LocalDirector system which is directly attached to the primary unit, the redundant unit
acting as a “hot” standby. The standby unit does no processing work itself until the master
unit fails. The standby unit uses the failover IP address and the secondary Media Access
Control (MAC) address (which are the same as the primary unit), thus no Address
Resolution Protocol (ARP) is required to switch to the standby unit. However, because the
standby unit does not keep state information on each connection, all active connections are
dropped and must be re-established by the clients. Moreover, because the “hot standby”
does no concurrent processing it offers no processing load relief nor scaling ability.

Similarly, Valence™ Research Inc. (recently purchased by Microsoft®
Corporation) offers a software product called Convoy Cluster™ (Convoy). Convoy installs
as a standard Windows NT networking driver and runs on an existing LAN. It operates in a
transparent manner to both server applications and TCP/IP clients. These clients can access
the cluster as if it is a single computer by using one IP address. Convoy automatically
balances the networking traffic between the clustered computers and can rebalance the load
whenever a cluster member comes on-line or goes off-line. However this system appears
to use a compute intensive and memory wasteful method for determining which message
type is to be processed by which cluster member in that the message source port address
and destination port address combination is used as an index key which must be stored and
compared against the similar combination of each incoming message to determine which
member is to process the message. Moreover, this system does not do failover.

There is a need in the art for an [P network cluster system which can easily scale to

handle the exploding bandwidth requirements of users. There is a further need to maximize
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network availability, reliability and performance in terms of throughput, delay and packet
loss by making the cluster overhead as efficient as possible, because more and more people
are getting on the Internet and staying on it longer. A still further need exists to provide a
reliable failover system for TCP based systems by efficiently saving the state information
on all connections so as to minimize packet loss and the need for reconnections.

Computer cluster systems including “single-system-image” clusters are known in
the art. See for example, “Scalable Parallel Computing” by Kai Hwang & Zhiwei Xu,
McGraw-Hill, 1998, ISBN 0-07-031798-4, Chapters 9 & 10, Pages 453 - 564, which are
hereby incorporated fully herein by reference. Various Commercial Cluster System
products are described therein, including DEC’s TruClusters™ system, IBM’s SP™
system, Microsoft’s Wolfpack™ system and The Berkeley NOW Project. None of these
systems are known to provide efficient IP Network cluster capability along with combined

scalability, load-balancing and controlled TCP fail-over.
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SUMMARY OF THE INVENTION

The present invention overcomes the disadvantages of the above-described systems
by providing an economical, high-performance, adaptable system and method for an IP
Network cluster.

The present invention is an IP Network clustering system which can provide a
highly scalable system which optimizes message throughput by adaptively load balancing
its components, and which minimizes delay and packet loss especially in the TCP mode by
a controlled fail-over process. No other known tunnel-server systems can provide this
combined scalability, load-balancing and controlled fail-over.

The present invention includes a cluster apparatus comprising a plurality of cluster
members, with all cluster members having the same internet machine name and IP address,
and each member having a general purpose processor, a memory unit, a program in the
memory unit, a display and an input/output unit; and the apparatus having a filter
mechanism in each cluster member which uses a highly efficient hashing mechanism to
generate an index number for each message session where the index number is used to
determine whether a cluster member is to process a particular message or not. The index
number is further used to designate which cluster member is responsible for processing the
message and is further used to balance the processing load over all present cluster
members.

The present invention further includes a method for operating a plurality of
computers in an IP Network cluster which provides a single-system-image to network
users, the method comprising steps to interconnect the cluster members, and assigning all
cluster members the same internet machine name and IP address whereby all cluster
members can receive all messages arriving at the cluster and all messages passed on by the
members of the cluster appear to come from a single unit, and to allow them to
communicate with each other; to adaptively designate which cluster member will act as a
master unit in the cluster; and the method providing a filter mechanism in each cluster
member which uses a highly efficient hashing mechanism to generate an index number for
each message session where the index number is used to determine whether a cluster

member is to process a particular message or not. The index number is further used to
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designate which cluster member is responsible for processing which message type and is
further used to balance the processing load over all present cluster members.

Other embodiments of the present invention will become readily apparent to those
skilled in these arts from the following detailed description, wherein is shown and
described only the embodiments of the invention by way of illustration of the best mode
known at this time for carrying out the invention. The invention is capable of other and
different embodiments some of which may be described for illustrative purposes, and
several of the details are capable of modification in various obvious respects, all without

departing from the spirit and scope of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The features and advantages of the system and method of the present invention will

be apparent from the following description in which:

Figure 1 illustrates a typical Internet network configuration.

Figure 2 illustrates a representative general purpose computer/cluster-member
configuration.

Figure 3 illustrates a representative memory map of data contained on a related
Flash Memory card.

Figure 4 illustrates a typical IP Network cluster

Figure 5 illustrates a general memory map of the preferred embodiment of a cluster
member acting as a tunnel-server.

Figure 6 illustrates a flow-chart of the general operation of the cluster indicating
the cluster establishment process.

Figure 7 illustrates an exemplary TCP state data structure.

Figures 8A -8l illustrate flow-charts depicting the events which the master
processes and the events which the non-master cluster members (clients) must process.

Figures 9 illustrates a flow-chart depicting the normal packet handling process after

establishing the cluster.

BEST MODL FOR CARRYING OUT THE INVENTION
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A method and apparatus for operating an Internet Protocol (IP) Network cluster is
disclosed. In the following description for purposes of explanation, specific data and
configurations are set forth in order to provide a thorough understanding of the present
invention. In the presently preferred embodiment the IP Network cluster is described in
terms of a VPN tunnel-server cluster. However, it will be apparent to one skilled in these
arts that the present invention may be practiced without the specific details, in various
applications such as a firewall cluster, a gateway or router cluster, etc. In other instances,
well-known systems and protocols are shown and described in diagrammatical or block

diagram form in order not to obscure the present invention unnecessarily.

OPERATING ENVIRONMENT

The environment in which the present invention is used encompasses the general
distributed computing scene which includes generally local area networks with hubs,
routers, gateways, tunnel-servers, applications servers, etc. connected to other clients and
other networks via the Internet, wherein programs and data are made available by various
members of the system for execution and access by other members of the system. Some of
the elements of a typical internet network configuration are shown in Figure 1, wherein a
number of client machines 105 possibly in a branch office of an enterprise, are shown
connected to a Gateway/hub/tunnel-server/etc. 106 which is itself connected to the internet
107 via some internet service provider (ISP) connection 108. Also shown are other
possible clients 101, 103 similarly connected to the internet 107 via an ISP connection 104,
with these units communicating to possibly a home office via an ISP connection 109 to a
gateway/tunnel-server 110 which is connected 111 to various enterprise application servers
112, 113, 114 which could be connected through another hub/router 115 to various local
clients 116, 117, 118.

The present IP Network cluster is made up of a number of general purpose
computer units each of which includes generally the elements shown in Figure 2, wherein
the general purpose system 201 includes a motherboard 203 having thereon an input/output
(“I/0”) section 205, one or more central processing units (“CPU”) 207, and a memory

section 209 which may have a flash memory card 211 related to it. The 1/0 section 205 is
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connected to a keyboard 226, other similar general purpose computer units 225, 215, a disk
storage unit 223 and a CD-ROM drive unit 217. The CD-ROM drive unit 217 can read a
CD-ROM medium 219 which typically contains programs 221 and other data. Logic

~ circuits or other components of these programmed computers will perform series of

specifically identified operations dictated by computer programs as described more fully

below.

Flash memory units typically contain additional data used for various purposes in
such computer systems. In the preferred embodiment of the present invention, the flash
memory card is used to contain certain unit “personality” information which is shown in
Figure 3. Generally the flash card used in the current embodiment contains the following
type of information:

Cryptographically signed kernel - (301)

Configuration files (such as cluster name, specific unit IP address, cluster address,
routing information configuration, etc.) - (303)

Pointer to error message logs - (305)

Authentication certificate - (307).

Security policies (for example, encryption needed or not, etc.) - (309)
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THE INVENTION

The present invention is an Internet Protocol (IP) clustering system which can
provide a highly scalable system which optimizes throughput by adaptively load balancing
its components, and which minimizes delay and session loss by a controlled fail-over
process. A typical IP cluster system of the preferred embodiment is shown in Figure 4
wherein the internet 107 is shown connected to a typical IP cluster 401 which contains
programmed general purpose computer units 403, 405, 407, 409 which act as protocol stack
processors for message packets received. The IP cluster 401 is typically connected to
application servers or other similar type units 411 in the network. In this figure it is shown
that there may be any number of units in a cluster (e.g. member “n” 409) however for
purposes of further illustration the cluster will be depicted as having three units,
understanding that the cluster of the present invention is not limited to only three units.
Also for purposes of illustration the preferred embodiment will be described as a cluster
whose applications may be VPN tunnel protocols however it should be understood that this
cluster invention may be used as a cluster whose application is to act as a Firewall, or to act

as a gateway, or to act as a security device, etc.

In the preferred embodiment of the present invention, each of the cluster members
is a computer system having an Intel motherboard, two Intel Pentium™ processors, a 64
megabyte memory and two Intel Ethernet controllers, and two HiFn cryptographic
processors. The functions performed by each processor are generally shown by reference
to the general memory map of each processor as depicted in Figure 5. Each cluster
member has an Operating System kernel 501, TCP/IP stack routines 503 and various
cluster management routines (described in more detail below) 505, program code for
processing application # 1 507, which in the preferred embodiment is code for processing
the IPSec protocol, program code for processing application # 2 509, which in the preferred
embodiment is code for processing the PPTP protocol, program code for processing
application # 3 511, which in the preferred embodiment is code for processing the L2TP
protocol, and program code for processing application # 4 513, which in the preferred
embodiment is code space for processing an additional protocol such as perhaps a “Mobile

IP” protocol. Detailed information on these protocols can be found through the home page



10

15

20

25

WO 00/31945 PCT/US99/24156_

of the IETF at “http://www.ietf.org”. The following specific protocol descriptions are
hereby incorporated fully herein by reference:

“Point-to-Point Tunneling Protocol--PPTP” ,Glen Zorn, G.Pall, K. Hamzeh, W.
Verthein, J. Taarud, W. Little, 07/28/1998;

“Layer Two Tunneling Protocol”, Allan Rubens, William Palter, T. Kolar, G.Pall,
M. Littlewood, A. Valencia, K. Hamzeh, W. Verthein, J. Taarud, W. Mark Townsley,
05/22/1998;

Kent, S., Atkinson, R., "IP Authentication Header," draft-ietf-ipsec-auth-header-
07 .txt.
Kent, S., Atkinson, R., "Security Architecture for the Internet Protocol," draft-ietf-

ipsec-arch-sec-07.txt.

Kent, S., Atkinson, R., "IP Encapsulating Security Payload (ESP)," draft-ietf-ipsec-
esp-v2-06.txt.

Pereira, R., Adams, R., "The ESP CBC-Mode Cipher Algorithms," draft-ietf-ipsec-
ciph-cbe-04.txt.

Glenn, R., Kent, S., "The NULL Encryption Algorithm and Its Use With IPsec,"
draft-ietf-ipsec-ciph-null-01.txt.

Madson, C., Doraswamy, N., "The ESP DES-CBC Cipher Algorithm With Explicit
IV," draft-tetf-ipsec-ciph-des-expiv-02.txt.

Madson, C., Glenn, R., "The Use of HMAC-MDS5 within ESP and AH." draft-ietf-
ipsec-auth-hmac-md5-96-03 .txt.

Madson, C., Glenn, R., "The Use of HMAC-SHA-1-96 within ESP and AH," draft-
ietf-ipsec-auth-hmac-shal96-03.txt.

Harkins, D., Carrel, D., "The Internet Key Exchange (IKE)," draft-ietf-ipsec-
isakmp-oakley-08.txt.

Maughan, D., Schertler, M., Schneider, M., and Turner, J., "Internet Security
Association and Key Management Protocol (ISAKMP)," draft-ietf-ipsec-isakmp-
10.{ps,txt}.

H. K. Orman, "The OAKLEY Key Determination Protocol," draft-ietf-ipsec-oakley-
02.xt.

Piper, D. "The Internet IP Security Domain of Interpretation for ISAKMP," draft-

ietf-ipsec-ipsec-doi-10.txt.
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Tunneling protocols such as the Point-to-Point Tunneling Protocol (PPTP) and
Layer 2 Tunneling Protocol (L2TP) although currently only “draft” standards, are expected
to be confirmed as official standards by the Internet Engineering Task Force (IETF) in the
very near future, and these protocols together with the Internet Security Protocol (IPSec),
provide the basis for the required security of these VPNs.

Referring again to Figure 5, the preferred embodiment in a cluster member also
contains a work assignment table 515 which contains the message/session work-unit hash
numbers and the cluster member id assigned to that work-unit; a table.containing the
application state table for this cluster member 517; a similar application state table for the
other members of the cluster 519; an area for containing incoming messages 521; and data
handler routines for handling data messages from other members of the cluster 523. Those
skilled in the art will recognize that various other routines and message stores can be
implemented in such a cluster member’s memory to perform a variety of functions and

applications.

The general operation of the preferred embodiment of the IP cluster is now
described in terms of (1) cluster establishment (Figure 6) including processes for members
joining the cluster and leaving the cluster; (2) master units events processing (Figures 8A -
8F) and client units events processing (Figures 8G - 8I); and (3) finally, normal message
processing activity (Figure 9).

Referring now to Figure 6 the cluster establishment activity is depicted. At system
start-up 601 cluster members try to join the cluster by sending (broadcasting) a “join
request” message 603. This “join” message contains an authentication certificate obtained
from a valid certificate authority. When the master unit receives this ‘join” message it
checks the certificate against a list of valid certificates which it holds and if it finds no
match it simply tells him the join has failed. Note that normally when a system
administrator plans to add a hardware unit to an existing cluster, he requests that his
security department or an existing security certificate authority issue a certificate to the new
unit and send a copy of the certificate to the master unit in the cluster. This process
guarantees that someone could not illegally attach a unit to a cluster to obtain secured

messages. If the master unit does match the certificate from the join message with a

10
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certificate it holds in its memory it sends an “OK to join” message. If a “OK to join”
message is received 605 then this unit is designated a cluster member (client or non-master)
607. Note that each cluster member has a master-watchdog timer (i.e. a routine to keep
track of whether the member got a keepalive message from the master during a certain
interval, say within the last 200 milliseconds) and if the timer expires (i.e. no keepalive
message from the master during the interval) it will mean that the master unit is dead 607
and the cluster member/client will try to join the cluster again (611).. Another event that
will cause the cluster member/client 607 to try to join up again is if it gets an “exit request”
message (i.e. telling it to “leave the cluster”) 609 If the member sending out the join
request message (603) does not get a “OK to join” message 613 the member sends out
(broadcasts) packets offering to become the master unit 615. If the member gets a “other
master exists” message 617 the member tries to join again 603. If after the member sends
out the packets offering to become the master, he gets no response for 100 milliseconds 619
he sends broadcast Address Resolution Protocol (ARP ) responses to tell anyone on the
network what Ethernet address to use for the cluster IP address 621 and now acts as the
cluster master unit 623. If in this process the cluster member got no indication that another
master exists (at 617) and now thinking it is the only master 623 but yet gets a message to
“exit the cluster” 641 the member must return to try to join up again 642. This could
happen for example, if this new master’s configuration version was not correct. He would
return, have an updated configuration and attempt to rejoin. Similarly, if this member who
thinks he is the new master 623 gets a “master keepalive” message 625 (indicating that
another cluster member thinks he is the master unit) then he checks to see if somehow the
master keepalive message was from him 627 (normally the master doesn’t get his own
keepalive messages but it could happen) and if so he just ignores the message 639. If
however the master keepalive message was not from himself 629 it means there is another
cluster member who thinks he is the master unit and somehow this “tie” must be resolved.
(This tie breaker process is described in more detail below with respect to “Master event”
processing). If the tie is resolved in favor of the new cluster member who thinks he is the
master 635 he sends an “Other master exists” message to the other master and once again
sends broadcast Address Resolution Protocol (ARP ) responses to tell anyone on the

network what Ethernet address to use for the cluster IP address 637 (because that other

11
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master could have done the same). If this new cluster member who thinks he is the master
loses the tie-breaker 633 then he must go and join up again to try to get the cluster
stabilized. This process produces a single cluster member acting as the master unit and the

other cluster members understanding they are merely members.

12
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Master Unit Events processing

After a cluster has formed, there are various events that occur which the master unit
must address. How these are handled in the preferred embodiment are now described with
reference to Figures 8A - 8F. Referring to Figure 8A the first master unit event describes
the “tie-breaker” process when two cluster members claim to be the “master” unit.
Recalling from above that the master normally does not receive his own “keepalive”
message so that if a master gets a “master keepalive” message 801 it likely indicates that
another cluster member thinks he is the master. In the preferred embodiment, the “master
keepalive” message contains the cluster member list, the adaptive keepalive interval (which
is described in more detail below) and the current set of work assignments for each member
which is used only for diagnostic purposes. So when a master gets a master keepalive
message 801 he first asks “is it from me?” 803 and if so he just ignores this message 807
and exits 808. If the master keepalive message is not from this master unit 804 then the
“tie-breaker” process begins by asking “Do I have more cluster members than this other
master?” 809 If this master does then he sends a “other master exists” message 825 telling
the other master to relinquish the master role and rejoin the cluster. The remaining master
then once again sends broadcast Address Resolution Protocol (ARP ) responses to tell
anyone on the network what Ethernet address to use for the cluster IP address 827 and exits
808. If the current master does not have more cluster members than this other master 811
he asks “do I have less cluster members than the other master?” 8§13 and if so 816 he must
give up the master role to the other one by exiting the cluster 821 and rejoining the cluster
as a member/non-master 823) exiting to 601 in Figure 6. If the current master does not
have less members than the other master 815 (which indicates they both have the same
number) then the final tie-breaker occurs by asking “is my IP address less than his?” 817
and if so then again the current master wins the tie-breaker 818 and sends the “other master
exists” message as before 825 If however he loses this final tie-breaker 819 then he exits

the cluster to rejoin as a non-master member 821.
Referring now to Figure 8B another master event occurs when the master gets a

“client keepalive message” (that is one from a non-master cluster member) 830. The

master asks “is this client in my cluster?” 831 and if not the master sends the client an “exit

13
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cluster” message 833 telling the client to exit from this cluster. If the client is from this
master’s cluster the master calculates and stores a packet loss average value using the
sequence number of the client keepalive message and the calculated adaptive keepalive
interval. 835 The master then resets the watchdog timer for this client 837. The watchdog
timer routine is an operating system routine that checks a timer value periodically to see if
the failover detection interval has elapsed since the value was last reset and if so the
watchdog timer is said to have expired and the system then reacts as if the client in question

has left the cluster and reassigns that clients work-load to the remaining cluster members.

As indicated above, the master periodically sends out a master keepalive message
containing the cluster member list, the adaptive keepalive interval (which is described in
more detail below) and the current set of work assignments for each member which is used
only for diagnostic purposes. (See Figure 8C). In addition, the master periodically ( in the
preferred embodiment every 2 seconds) checks the load-balance of the cluster members. In
Figure 8D when the timer expires 855 the master calculates the load difference between
most loaded (say “K”) and least loaded (say “J”) cluster member 857 and then asks “would
moving 1 work unit from most loaded (K) to least loaded (J) have any effect?” that is, if
K>Jis K-1 > J-1? 859. If so then the master sends a “work de-assign” request to the most
loaded member with the least loaded member as the target recipient 863 and then the
master checks the load numbers again 865. If the result of moving 1 work unit would not
leave the least loaded less than or equal to the most loaded 860 then the master makes no
reassignments and exits 861

Another master event occurs when a watchdog timer for a client/cluster member
expires wherein the master deletes that client from the cluster data list and the deleted
unit’s work goes into a pool of unassigned work to get reassigned normally as the next
message arrives. (See Figure 8E).

Referring now to Figure 8F another master event in the preferred embodiment
occurs when the master gets a client join request message 875. The master initially tells the
client to wait by sending a NAK with an “operation in progress” reason. 877 The master
then notifies the applications that are present that a client is trying to join the cluster as

some applications want to know about it. 879. For example if IPSec is one of the
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applications then IPSec may want to validate this client before agreeing to let it join the
cluster. If any application rejects the join request the master sends a NAK with the reason
855 and exits. If all applications approve the join request the master sends an ACK and the

join proceeds as normal. 887.

CLIENT CLUSTER MEMBER EVENTS

The non-master cluster members (clients) must also send keepalive messages and

monitor the watchdog timer for the master. Referring now to Figure 8G when a client
gets a master keepalive message 890 it updates its adaptive keepalive interval 891, and
checks the list of cluster members to see if any members have been lost 893. If so this
client notifies its applications that a cluster member has departed 895 (for example, IPSec
wants to know). The client also checks to see if any members have been added to the
cluster 897 and if so notifies the applications 898 and finally resets the watchdog timer for
monitoring the master 899 and exits. Each client also has a periodic timer which is
adaptive to the network packet loss value sent by the master which requires the client to
send a client keepalive message (containing a monotonically increasing numeric value) to
the master periodically (See Figure 8H). Also each client has a master watchdog timer it
must monitor and if it expires the client must exit the cluster and send a new join message

to re-enter the cluster. (See Figure 8I)
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NORMAL JP PACKET PROCESSING

In order for a cluster member to correctly process only its share of the workload,
one of three methods is used:

1. The MAC address of the master is bound to the cluster IP address (using the
ARP protocol). The master applies the filtering function (described in more detail below)
to classify the work and forward each packet (if necessary) to the appropriate cluster
member.

2. A cluster-wide Unicast MAC address is bound to the cluster IP address (using
the ARP protocol). Each cluster member programs its network interface to accept packets
from this MAC destination address. Now each cluster member can see all packets with the
cluster IP address destination. Each member applies the filtering function and discards
packets that are not part of its workload.

3. method 2 is used but with a Multicast MAC address instead of a Unicast MAC
address. This method is required when intelligent packet switching devices are part of the
network. These devices learn which network ports are associated with each Unicast MAC
address when they see packets with a Unicast MAC destination address, and they only send
the packets to the port the switching device has determined is associated with that MAC
address (only 1 port is associated with each Unicast MAC address). A Multicast MAC
address will cause the packet switching device to deliver packets with the cluster IP

destination address to all cluster members.

In the preferred embodiment, there is a mechanism for designating which cluster
member is to process a message and allow the other members to disregard the message
without inadvertently sending a “reset” message to the originating client. The preferred
embodiment makes use of a “filter” process in each cluster member which calculates a hash
function using certain fields of the incoming message header. This hash calculation serves
as a means of both assigning a work unit number to a message and assigning a work unit to
a particular cluster member for processing. This technique allows a cluster member to tell
whether the incoming message must be processed by it, therefore the possibility of an
inadvertent “reset” message is precluded. It is noted that other solutions to this problem of

“how to get the work to the right member of the cluster with minimum overhead” could
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include a hardware filter device sitting between the network and the cluster wherein the
hardware filter would do the member assignment and load balancing function. . Note that
since all cluster members have the same MAC address, all cluster members get all
messages and the way they tell whether they must process the message further is to
calculate the work unit number using the hashing method shown above and then to check
the resulting work unit number against their work load table to see if it is assigned to them.
If not they dump the message from their memory. This is a fast and efficient scheme for
dumping messages that the units need not process further and yet it provides an efficient

basis for load-balancing and efficient fail-over handling when a cluster member fails.

The normal processing of IP packets is described with reference to Figure 9. Upon
the receipt of a packet 901 a determination is made as to whether the packet is addressed to
a cluster IP address 903 or not. If not 905 then it is determined if the IP address is for this
cluster member and if so it is processed by the IP stack locally 909. If the packet is to be
forwarded (here the system is acting like a router) 908 a forward filter is applied in order to
classify the work 913. This designates whether the packet is for normal work for the
cluster clients or is forwarding work. If at step 903 where the address was checked to see if
it was a cluster IP address, the answer was yes then a similar work set filter is applied 911
wherein the IP source and destination addresses are hashed modulo 1024 to produce an
index value which is used for various purposes. This index value calculation (the
processing filter) is required in the current embodiment and is described more fully as
follows;

Basically the fields containing the IP addresses, IP protocol, and TCP/UDP port
numbers, and if the application is L2TP, the session and tunnel ID fields are all added
together (logical XOR) and then shifted to produce a unique “work unit” number between 0
and 1023.

For example, in the preferred embodiment the index could be calculated as follows:

/*

* Sample Cluster Filtering function

*/

static int Cluster_Filtering Function(void *Packet, int Forwarding)
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struct ip *ip = (struct ip *)Packet;
int i, length;

/*

*  Select filtering scheme based on whether or not we are forwarding this

*/
if (Forwarding) {
/*
* TFilter Forwarded packets on source & destination IP addresses
*/
i=ip->ip_dst.s_addr;
i7=ip->ip_src.s_addr;
} else {
/%
* Not forwarding: Put in the IP source address
*/
i=ip->ip_src.s_addr;
/*
*  Get the packet header length and dispatch on protocol
*/

length = ip->ip_hl <<2;
if (ip->ip_p == IPPROTO_UDP) {

/*

* UDP: Hash on UDP Source Port and Source IP Address

*/

i *= ((struct udphdr *)((char *)ip + length))->uh_sport;
} else if (ip->ip_p == IPPROTO _TCP) {

/*

* Hash on the TCP Source Port and Source IP Address
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* ‘
1 "= ((struct tcphdr *)((char *)ip + length))->th_sport;
}else {
/*
* Any other protocol: Hash on the Destination and Source IP
Addresses
*/
i "= ip->ip_dst.s_addr;
)
}
/*
* Collapse it into a work-set number
*/

return(IP CLUSTER_HASH(i));

Referring again to Figure 9, and having the work set index value calculated each
member making this calculation uses the index value as an indirect pointer to determine for
this work set if it is his assigned work set 915, 917. If the index value does not indicate that
this work set has been assigned to this cluster member, if this cluster member is not the
cluster master, then the packet is simply dropped by this cluster member 921, 923, 925. If
on the other hand this cluster member is the master unit 926 then the master must check to
see if this work set has been assigned to one of the other cluster members for processing
927. If it has been assigned to another cluster member 929 the master checks to see if that
cluster member has acknowledged receiving the assignment 931 and if so the master
checks to see if he was in the multicast mode or unicast/forwarding mode 933, 935. If he is
in the unicast or multicast mode the master drops the packet because the assigned cluster
member would have seen it 936. If however, the master was in the forwarding mode the
master will forward the packet to the assigned member for processing 943. If the assigned
cluster member has not acknowledged receiving the assignment yet 940 then save the

packet until he does acknowledge the assignment 941 and then forward the packet to him to
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process 943. If when the master checked to see if this work set had been assigned at 927
the answer is no 928 then the master will assign this work set to the least loaded member
937 and then resume its previous task 939 until the assigned member acknowledges receipt
of the assignment as described above. If work is for this member, the packet is passed on

to the local TCP/IP stack.

State Maintenance

RFC 1180 A TCP/IP Tutorial, T. Socolofsky and C. Kale, January 1991 generally

describes the TCP/IP protocol suite and is incorporated fully herein by reference. In the
present invention, a key element is the ability to separate the TCP state into an essential
portion of the state and a calculable portion of the state. For example, the state of a TCP
message changes constantly and accordingly it would not be practical for a cluster member
to transfer all of this TCP state to all of the other members of the cluster each time the state
changed. This would require an excessive amount of storage and processing time and
would essentially double the traffic to the members of the cluster. The ability of the
member units to maintain the state of these incoming messages is critical to their ability to
handle the failure of a member unit without requiring a reset of the message session.
Figure 7 depicts the preferred embodiment’s definition of which elements of the TCP state
are considered essential and therefore must be transferred to each member of the cluster
701 when it changes, and which elements of the TCP state are considered to be calculable
from the essential state 703 and therefore need not be transferred to all members of the
cluster when it changes. The TCP Failover State 700 in the present embodiment actually
comprises three portions, an Initial State portion 702 which only needs to be sent once to
all cluster members; the Essential State Portion 701 which must be sent to all cluster
members for them to store when any item listed in the Essential portion changes; and the
Calculable State portion 703 which is not sent to all members. The data to the right of the
equals sign (“=") for each element indicates how to calculate that elements value whenever

it is needed to do so.

Failover Handling
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As indicated above, the preferred embodiment of the IP cluster apparatus and
method also includes the ability to monitor each cluster member’s operation in order to
manage the cluster operation for optimal performance. This means insuring that the cluster
system recognize quickly when a cluster member becomes inoperative for any reason as
well as have a reasonable process for refusing to declare a cluster member inoperative
because of packet losses which are inherent in any TCP/IP network. This monitoring
process is done in the preferred embodiment by a method whereby each non-member
cluster member keeps a “master watchdog timer” and the master keeps a “client watchdog
timer” for all cluster members. These watchdog timers are merely routines whereby the
cluster member’s OS periodically checks a “watchdog time-value™ to see if it is more than
“t” time earlier than the current time (that is, to see if the watchdog time value has been
reset within the last “t” time). If the routine finds that the difference between the current

173
t

time and the watchdog time value is greater than “t” time then it declares the cluster
member related to the watchdog timer to be inoperative. These watchdog time values are
reset whenever a cluster member sends a “keepalive” packet (sometimes called a
“heartbeat” message) to the other members.

Generally a “keepalive” message is a message sent by one network device to inform
another network device that the virtual circuit between the two is still active. In the
preferred embodiment the master unit sends a “master keepalive” packet that contains a list
of the cluster members, an “adaptive keepalive interval” and a current set of work
assignments for all members. The non-master cluster members monitor a Master watchdog
timer to make sure the master is still alive and use the “adaptive keepalive interval” value
supplied by the master to determine how frequently they (the non-master cluster members)
must send their “client keepalive® packets so that the master can monitor their presence in
the cluster. The “client keepalive” packets contain a monotonically increasing sequence
number which is used to measure packet loss in the system and to adjust the probability of
packet loss value which is used to adjust the adaptive keepalive interval. Generally these
calculations are done as follows in the preferred embodiment, however it will be
understood by those skilled in these arts that various programming and logical circuit
processes may be used to accomplish equivalent measures of packet loss and related

watchdog timer values.
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Each client includes a sequence number in its “client keepalive” packet. When the
master gets this keepalive packet for client “x” he makes the following calculations:

Sa = [this sequence number] - [last sequence number] - 1

This value Sa is typically = 0 or 1 and represents the number of dropped packets
between the last two keepalive messages, or the current packet loss for client “x”.

This value is then used in an exponential smoothing formula to calculate current
average packet loss “P” as follows;

Phew = Poia X [127/128] + Sa X [ 1/128 ]

This P,y then represents the probability of a lost packet, and

€6 72

P" (P to the nth power) would represent the probability of getting “n” successive
packet losses. And 1/P" would be how often we would lose “n” packets in a row.

So “n” is defined as the number of lost packets per interval, and P" then is the
probability of losing “n” packets in an interval. Obviously if we lose more than some
number of packets in a given interval the cluster member is either malfunctioning,
inoperative or the network is having problems. In the preferred embodiment we assume
“n” is a number between 2 and 20 and calculate its value adaptively as follows

We call the interval “K” and set 1/K =n P". By policy we set K = 3600 (which is
equivalent to a period of 1 week) and then calculate the smallest integer value of “n” for
which n P". ( 1/3600. In the preferred embodiment this is done by beginning the
calculation with n=2 and increasing n by 1 iteratively until the condition is met. The
resulting value of “n” is the adaptive keepalive interval which the master then sends to all
of the cluster members to use in determining how often they are to send their “Client
keepalive” messages.

Having described the invention in terms of a preferred embodiment, it will be
recognized by those skilled in the art that various types of general purpose computer
hardware may be substituted for the configuration described above to achieve an equivalent
result. Similarly, it will be appreciated that arithmetic logic circuits are configured to
perform each required means in the claims for processing internet security protocols and

tunneling protocols; for permitting the master unit to adaptively distribute processing

assignments for incoming messages and for permitting cluster members to recognize which
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messages are theirs to process; and for recognizing messages from other members in the
cluster. It will be apparent to those skilled in the art that modifications and variations of the
preferred embodiment are possible, which fall within the true spirit and scope of the

invention as measured by the following claims.
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CLAIMS

What is claimed is:

1. AnInternet Protocol (IP) Network cluster apparatus comprising:

a. a plurality of cluster members with all cluster members being addressable by
a single dedicated Internet machine name and IP address for the cluster, each cluster
member comprising a computer system having a processor, a memory, a program in said
memory, a display screen and an input/output unit;

b. a filter mechanism in each cluster member, the filter mechanism using a
hashing mechanism to generate an index number for each message session received by the
cluster member, the index number being used to indicate whether the cluster member must

process the message received or ignore it.

2. The apparatus of claim 1 wherein the index number generated by the filter
mechanism is used to determine on each cluster member whether the message is to be
processed by that cluster member or discarded.

3. The apparatus of claim 1 further comprising an assignment mechanism in each
cluster member, for use by a cluster member designated as a master unit, the assignment
mechanism used when a message of an unassigned message session is received by the
master unit, the assignment mechanism using the index number calculated by the filter
mechanism to assign sets of message sessions to cluster members for further processing in

order to load balance processing of incoming messages.

4. The apparatus of claim 1 further comprising a first program code mechanism in
each of the plurality of cluster members configured to save state for each message session
including TCP state.

5. The apparatus of claim 4 further comprising a second program code mechanism

in each of the plurality of cluster members configured to transfer an essential portion of the
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saved state for each message session to each of the other cluster members, whenever

required.

6. The apparatus of claim 5 further comprising a third program code mechanism in
each of the plurality of cluster members configured to permit a cluster member acting as a
master unit to recognize an equipment failure in one of the other members in the cluster, to
reassign the work of the failed cluster member to remaining members in the cluster thereby

rebalancing the processing load and maintaining the message sessions.

7. The apparatus of claim 6 further comprising a fourth program code mechanism
in each of the plurality of cluster members configured to permit units which are not acting
as the master unit to recognize an equipment failure in the master unit, to immediately and
cooperatively designate one of the remaining cluster members as a new master unit, the
new master unit to reassign the work of the failed cluster member to remaining cluster

members thereby rebalancing the processing load and maintaining the message sessions.

8. The apparatus of claim 1 wherein the memory of each of the cluster members
includes a flash memory card containing a program code mechanism which describes the

personality of the cluster member including its cluster address.

9. A method for operating a plurality of computers in an Internet Protocol (IP)
Network cluster, the cluster providing a single-system-image to network users, the method
comprising the steps of;

a. providing a plurality of cluster members, each cluster member comprising a
computer system having a processor, a memory, a program in said memory, a display
screen and an input/output unit;

b. interconnecting the cluster members together, and assigning all cluster
members a same internet machine name and a same IP address whereby a message arriving
at the cluster will be recognized by the appropriate member in the cluster and an output
from any cluster member will be recognized as coming from the cluster, and whereby the

cluster members can communicate with each other; and
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¢. providing a filter mechanism in each cluster member, the filter mechanism
using a hashing mechanism to generate an index number for each message session received
by the cluster member, the index number being used to indicate whether the cluster

member must process the message received or ignore it.

10. The method of claim 9 wherein the index number generated by the filter
mechanism is used to determine on each cluster member whether the message is to be

processed by that cluster member or discarded.

11. The method of claim 9 further comprising an assignment mechanism in each
cluster member, for use by a cluster member designated as a master unit, the assignment
mechanism used when a message of an unassigned message session is received by the
master unit, the assignment mechanism using the index number calculated by the filter
mechanism to assign sets of message sessions to cluster members for further processing in

order to load balance processing of incoming messages.

12. The method of claim 9 comprising the additional step of each cluster member
saving state for each message session connection including TCP state, and for segregating

this state into an essential state portion and a non-essential state portion.

13. The method of claim 12 comprising the additional step of each cluster member
transferring to each other cluster member the saved essential state portion for message
sessions for which that cluster member is responsible, such transfer to be made whenever
the essential portion of the state changes, whereby all cluster members maintain essential

state for all message session connections.

14. The method of claim 13 comprising the additional step of each cluster member
recognizing the equipment failure of one of the cluster members, immediately reassigning a
task of being the master if it 1s the master unit that failed, the master unit reassigning the
work which was assigned to the failed cluster member, rebalancing the load on the

remaining tunnel-servers.

26



10

15

20

25

30

WO 00/31945 PCT/US99/24156.

15.  AnInternet Protocol (IP) network cluster apparatus comprising:

a. aplurality of interconnected cluster members, each cluster member
comprising a computer system having a processor, a memory, a program in said memory, a
display screen and an input/output unit;

b. means in each of the plurality of cluster members for recognizing other
members of the plurality of cluster members which are connected together and cooperating
with the other members to adaptively designate a master unit; and

¢. means for generating an index number for each message session received by
a cluster member, the index number being used to indicate whether the cluster member

must process the message received or ignore it.

16. The method of claim 15 wherein the index number is used to determine on each
cluster member whether the message is to be processed by that cluster member or

discarded.

17. The apparatus of claim 15 further comprising means in each of the plurality of

cluster members for saving essential state for each message session.

18. The apparatus in Claim 17 further comprising means in each of the plurality of
cluster members for periodically transferring the saved essential state for each message

session to each of the other members in the cluster.

19. The apparatus of claim 18 further comprising means in each of the plurality of
cluster members for permitting a cluster member acting as a master unit to recognize an
equipment failure in one of the other cluster members, and for reassigning work of the
failed cluster member to remaining members in the cluster thereby rebalancing the
processing load and maintaining message session connections, and for permitting cluster
members which are not acting as a master unit to recognize an equipment failure in the
master unit, to immediately and cooperatively designate one of the remaining cluster

members as a new master unit, the new master unit to reassign work of the failed cluster
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member to remaining members in the cluster thereby rebalancing the processing load and

maintaining message session connections.
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